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ABSTRACT 
In recent years, local government is undergoing changes which are 
strongly influenced by the growing digitization of governmental 
operations. Key features of Digital Era Governance (DEG) appear 
to be displacing features of the New Public Management (NPM) 
and are also challenging some underlying aspects of Weberian 
bureaucracy in public administration. In this paper, we expand on 
the concepts in DEG and its successor, Essentially Digital 
Government (EDGE), by introducing the concept of Algorithmic 
Bureaucracy, which looks at the impacts of Artificial Intelligence 
(AI) on rationalization and the socio-technical nature of public 
administration. We report on a mixed-method study, which focused 
on how the growth of data science is changing the ways that local 
government works in the UK. Special emphasis is put on how 
algorithms can build citizen and administrator competence and deal 
with complexity. Algorithmic bureaucracy, like traditional 
bureaucracy, is impartial in its application, but can be predictably 
sensitive to context. Society needs to determine the ends to which 
it is put and how to assign accountability in this context. We find 
that algorithmic bureaucracy is in its infancy in local government, 
so there is space to develop an appropriate ethical framework to 
harness the technology and enhance social problem solving.  
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1 Introduction 
The work of local government in the UK is in a period of 
transition. Years of New Public Management reforms have 
fragmented services and put providers at odds with one 
another. It has led to duplicated administrations and imposed 
limited performance metrics based on siloed data. These 
changes were built on top of a foundation of Weberian 
bureaucracy where vestiges of hierarchy, procedures, and 
public sector socialization persist [13]. However, in the last 
ten years, wholesale digitisation has created new tools for 
front office service interactions, and allowed more citizens 
to make a digital ‘channel shift’ with their local municipality 
[13, 31].  

 
This increased digitisation of government operations has 
generated a wealth of administrative data on citizen 
preferences and behaviours, which are analysed more 
effectively than ever before. New sources of data, such as 
data from IoT devices, social media and mobile phones are 
emerging [42]. At the same time, new analytical techniques 
have improved our ability to understand this data and use it 
(for example, the rise of predictive analytics, artificial 
intelligence and A/B testing) [39]. Finally, these new 
techniques are supported by developments in the tools 
available (for example, sophisticated, open source software, 
such as R and Python) which enable machine learning at low 
cost to those who have the necessary skills. These three 
overall changes challenges old ways of working and raises 
the possibility of new approaches to organizing in public 
administration.  
 
We introduce the concept of ‘Algorithmic Bureaucracy’ to 
encapsulate these three elements of change, which together 
offers a novel take on current conceptualizations of public 
administration and produces ways to overcome challenges 
often associated with changes in public management 
regimes, including competence and complexity. We build on 
DEG and EDGE concepts (see section 2) by emphasizing the 
relationship between citizens and professional public 
servants when mediated by technology. Moreover, while 
abandoning some aspects of traditional Weberian 
bureaucracy, which will be discussed below, we draw on the 
concept of organisation as a socio-technical system and 
rationalization to enhance problem solving despite changes 
in public administration [13].  
 
In this paper, we explore how digitized data and the 
application of algorithms can 1) deal with greater rule 
complexity; and 2) enhance citizens’ and public 
administrators’ autonomy and competence all in service of 
improving social problem solving. We explore how these 
factors can allow for greater equality of outcomes through 
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procedurally fair means of processing data; and 3) improve 
human record keeping and decision making by overcoming 
issues related to relevance and bounded rationality or 
limitations in the information processing capabilities of 
people. We do so by presenting a study in which we analysed 
‘data science’ in local government in the United Kingdom 
(UK). This mixed-method study builds on a survey and 
semi-structured interviews with people working in the area 
of local government ‘data science’ in the UK.  
 
What will now follow is a brief description of the theoretical 
background, which focuses on the development of public 
administration in order to contextualize our work in local 
government. Then, we elaborate on our applied methods and 
analysis. Afterwards, we present our findings, where we 
look at five examples of barriers from previous forms of 
administrations and five examples of local authorities 
overcoming barriers to implement DEG and EDGE changes. 
Then, we explore two broader socio-technical and rational 
features that influence the impact of Algorithmic 
Bureaucracy on public management change and social 
problem solving. The paper ends with a conclusion on the 
role ‘Algorithmic Bureaucracy’ can take in enhancing 
citizen and administrator autonomy and competence and 
organizational ability to deal with institutional and policy 
complexity.  

2 Background 
In this section, we briefly touch upon the development of 
Public Administration in order to contextualize how 
Algorithmic Bureaucracy can enhance competence and deal 
with complexity more effectively than previous public 
administration paradigms.  

2.1 Progressive Public Administration 
Government organizations in the UK have been shaped by 
trends in public administration reform. Local authorities are 
no exception. One can find a palimpsest of different 
approaches in tenuous coexistence. During the progressive 
era of public administration in the late nineteenth and early 
twentieth centuries, progressive public administration 
(PPA), characterized by hierarchy, impartiality through 
procedural rules, and public sector ethos, built on Weberian 
principles [47]. Some of these characteristics can still be 
seen today in the internal rules and procedures for 
administration of local authorities. One of Weber’s key 
insights was that bureaucracy was valuable because it 
increased calculability [47]. Through the technology of 
writing, administrators could pass on rules and official 
information over time, creating a sense of predictability in 
the organization. Whereas before, partial decision making 

could make interaction with the state unpredictable, we 
moved into a situation where everyone would know the 
procedures to which they would be subject. Today, writing 
is machine readable and computers over internet protocols 
can transfer and process information in real-time. In this 
context, it is possible to respond to contextual differences in 
predictable ways to process greater complexity, deal with 
limitations in human information processing, and solve 
social problems. Undue focus on hierarchy and procedure 
can limit moves towards bottom-up and outcomes based 
digital change [13]. That being said, some of Weber’s ideas 
about socio-technical systems and rationalization in public 
administration resonate today.  

2.2 New Public Management 
The NPM is characterized by disaggregation, competition, 
and incentivization and was a predominant paradigm of 
public administration in the UK in the 1980s and 1990s. It 
had particularly large impacts on local authorities, as it was 
associated with devolution to the level of government closest 
to citizens, fragmentation of services, and greater 
performance measurement for professional decision making. 
Some of these changes would pull apart hierarchy and de-
professionalize organizations in favor of incentives from 
performance measures. Not only did the NPM shift focus to 
disaggregation and competitive performance, but it 
downplayed how expertise is institutionalized in people and 
technology [1, 12], ultimately making the public sector ill 
equipped to harness the opportunities made possible by the 
digital age. 

2.3 The end of New Public Management 
More recently, researchers have argued that the NPM has 
met its end [12] and that a DEG approach to public 
administration characterized by reintegration, digitization 
and needs-based holism is resulting from the growth of 
networked information technologies and the internet [11, 
32]. 

 

Figure 1. DEG and social problem solving. Adapted from [11] 
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DEG was seen to have a net positive impact on social 
problem-solving relative to NPM. Figure 1, above, 
illustrates not only the direct impact of Digital-era 
governance (DEG) on the level of social problem-solving 
(flow 1), but also the numerous indirect effects (flows 4-6) 
and direct effects from other sources (2-3). Flow 2 illustrates 
that autonomous citizen competence can have both a direct 
(solid line) and indirect (dotted line) increase on the level of 
social problem-solving. Flow 3 illustrates that the level of 
institutional and policy complexity can have an indirect 
negative impact on the level of social problem-solving. Flow 
4 illustrates that DEG changes have a direct effect on 
decreasing the level of institutional and policy complexity 
(through reintegration), which in turn has a direct effect on 
increasing the level of autonomous citizen competence 
(reversals from the impacts of the earlier NPM). Finally, 
flow 5 illustrates that DEG has a positive influence on the 
level of autonomous citizen competence (through 
disintermediation resulting online services). 
 
Recently there has been a shift from DEG to EDGE, which 
puts technology at the centre of government and which looks 
at what DEG can enable, including equality of outcomes, an 
organizational structure characterized by an intelligent 
center and devolved delivery, and isocratic service delivery 
(where individuals serve themselves online) [10]. While 
many of the features of DEG and EDGE are visible in local 
government, there are also elements around rationalization 
and the structure of the socio-technical system that are not 
captured under these paradigms. We argue that it is relevant 
to explore these two additional features as they influence the 
impact of Algorithmic Bureaucracy on dealing with 
competence and complexity in social problem solving. We 
elaborate on the relevance of considering these features in 
section 4.2.  

3 Methodology 
This research builds on empirical material, which was 
collected as a part of the Data Science for Local Government 
project. This project aimed to understand how the growth of 
‘data science’ is changing the way that local government 
works in the UK. This section elaborates on the applied 
methods and the analysis. 
 
Our study is based on research that took place between 
November 2017 and December 2018. It reports on desk 
research, survey responses, and subsequent in-depth 
interviews conducted with people working in the area of 
local government “data science” in the United Kingdom 
(UK). Personal email invitations to complete the survey 
were sent to at least one person in all of the (almost 450) 

local authorities in the UK. The survey was at least partially 
completed (29% or more of the survey was completed) by 
118 respondents. Based on respondents who volunteered 
their local authority, at least 64 different local authorities 
were represented. Semi-structured interviews were 
conducted with individuals who were selected based on their 
survey responses or their online profile found during the 
earlier search and who were either working in UK local 
authorities or in enterprises providing data science services 
to these authorities. Of those contacted, 34 were interviewed 
by phone or over Skype. The limitations are that we could 
not control who responded to the survey and that the 
individuals involved responded in a personal capacity. As a 
result, the findings from the survey and interview should be 
considered indicative rather than conclusive.  
 
The data was conducted and analyzed in three main steps. 
First, desk research was conducted as a means to identify 
people working with data science and analytics in local 
government. Then, we conducted the survey on which basis 
we produced descriptive statistics. Finally, the survey results 
informed the structure of the following in-depth interviews. 
The interviews were all audio recorded. We collectively 
reviewed interview recordings in order to identify key 
themes and quotes, which were noted or transcribed. These 
three steps - desk research, survey results, and interview 
responses - were used to triangulate common themes and 
form nuanced understandings.  

4 Findings 
Local authorities were particularly hard hit by NPM and 
were seen as low achievers in the area of IT development 
and implementation [11]. If local authorities are starting to 
implement IT projects, this is a good indication that there is 
a shift from NPM to DEG [32]. In presenting the findings of 
this study, we first elaborate on five identified challenges to 
digital changes in local authorities, as well as examples of 
how local authorities overcome these barriers to implement 
DEG and EDGE changes. Then, we review different 
examples of AI currently being used in local government in 
the UK, which illustrate shifts towards DEG and EDGE 
changes. 

4.1 The administrative lineage of challenges to 
digital changes in local authorities 
This section presents five challenges to digital changes in 
local authorities. These challenges represent features of past 
administrative systems that persist today, and which all 
interfere with the progress of Algorithmic Bureaucracy.  
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The first challenge constitutes the fundamental need to 
‘make the case’ to senior management in order to get them 
to buy in and allocate time to data science projects in local 
government. Staff still need to seek approvals up the 
hierarchy to move projects forward. In our survey research 
respondents referred to a lack of commitment to developing 
a culture that fosters the use of data analytics in creative 
ways. One interviewee said that “part of my job is to bridge 
the gap between the technology and the leadership because 
it is all too easy for technology to end up in the corner, 
gathering dust, and never getting used. Getting leadership 
buy in is a huge challenge with this type of work” (Skype 
interview, third quarter, 2018). Based on our empirical data, 
we find that the most effective way to make the case is when 
staff combine case studies and initial analysis from the 
ground level which demonstrates some tangible benefits. For 
example, one interviewee said that “if you show real benefit 
and value to people of using those insights, you’re much 
more likely to get that kind of buy-in that you need to make 
that step to becoming a data-driven organization” (Phone 
interview, third quarter, 2018).  New digital tools are 
allowing front-line staff to try things and brief up. This helps 
to reverse hierarchical top-down information flows. 
 
The second challenge revolves around procedural rules and 
information processing. Targeted inspections offer another 
case. A variety of different branches of local government 
need to enforce local rules. For example, authorities need to 
make sure that council tax is paid correctly or to find Houses 
of Multiple Occupation (HMOs). Inspections are a key 
element of enforcement and they depend on an inspector’s 
ability to process and use information. One potential use of 
predictive analytics is to improve the efficiency of inspection 
operations. Belfast contracted a company called Analytics 
Engines to develop a tool to more accurately identify 
properties paying incorrect business rates. The software 
improved the efficiency of inspection teams by more than 
200% and found almost £400,000 of unclaimed rates in just 
the first weeks of operation [2]. Here predictive analytics 
helped to overcome the limitations individuals or teams may 
face when applying standard procedures, professional 
discretion, and heuristics to information processing, by 
taking the unique features of each case into account, while 
attempting to achieve the same outcome. 
 
Competition and procurement represent the third challenge 
for local authorities. NPM and its focus on competition 
reduced internal IT capacity both for development, 
maintenance, and procurement. Thus, government may lack 
key skills and knowledge during the procurement process, 
though the situation may be improving. As one interviewee 
commented: “I hope we are moving towards a moment when 

government agencies are intelligent buyers and users of this 
technology” (Phone interview, third quarter, 2018). Despite 
limited resources and capacity, local authorities are 
overcoming these barriers by purchasing off the shelf 
solutions or by learning how to acquire and use open source 
software. The majority of our interviewees had chosen to 
engage with off-the-shelf software solutions such as Power 
BI, ESRI, Tableau and Liquidlogic. Several of the 
interviewees expressed how these types of software have 
been valuable tools to support a growing trust in the data, 
which has further induced organisational changes. There was 
also a small but significant group of people making use of 
open source packages such as R & Python (26% of survey 
respondents).  
 
The fourth identified challenge points out the need to 
overcome the NPM focus on short-sighted performance 
measures that do not depend on complex analytics because 
they are leading to short-term and potentially sub-optimal 
long-term decision making. Several of our interviewees 
addressed the significant financial cutbacks in recent years 
in local government administrations and emphasized the 
negative impact budget saving and statutory requirement 
incentives have on decision makers. Many of these cutbacks 
have fallen on non-frontline staff, which can often mean 
people with analytical skills. One interviewee expresses how 
the ability to make use of data in new and valuable ways are 
highly dependent on the people: “... while some of the 
materials are recorded, the actual knowledge capital of 
interpretation and context could be lost, and you have to 
start from scratch, even when the data is there. So, the 
question is how do you build on these pieces of work” (Phone 
interview, third quarter, 2018). This indicates that while a 
desire to preserve frontline staff is understandable, these cuts 
may have been counterproductive in the long term. Senior 
management performance incentives and performance 
measurement stemming from the New Public Management 
may be leading to short term decision making with long term 
negative impacts. However, our study shows examples of 
local authorities overcoming this barrier by carving out time 
to show management the value of the analytical skills.  
 
Finally, the fifth challenge touches upon fragmentation and 
data sharing. The ability to share data (between different 
branches of an agency, between different agencies within a 
local authority and even between local authorities) is a 
fundamental enabler of some information processing with 
AI; it is also one of the most difficult challenges for local 
authorities to overcome. In our survey, 53% of the 
respondents reported that difficulties with ‘data silos’ were 
the most frequently mentioned barrier to data science 
projects. The ability to share data can be further complicated 
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by the fact that the work takes place in fragmentated markets 
with multiple suppliers, who often have incompatible 
systems. One interviewee highlighted this challenge by 
using an example from her own work: “…we use eleven 
different systems, none which talk to each other, and most of 
which don’t use the same unique identifier. We were getting 
increasingly frustrated that we thought there was value in 
the data, but we couldn’t make people understand that value, 
because they can’t physically see the information, because 
it’s all hidden in these systems” (Phone interview, third 
quarter, 2018). Our data shows that some local authorities 
are making slow progress to move beyond these data sharing 
issues. One interviewee shares an example where the 
interviewee’s lab developed a data model that aimed to 
speed up the discharge process in NHS Scotland. However, 
the process of developing and testing this model in 
fragmented market with multiple stakeholders took more 
than a year. This exemplifies one impact of the complexity 
of sharing data, which is that, while it can be achieved, the 
barriers can dramatically slow down development cycles 
(Phone interview, third quarter, 2018).  
 
Together, these challenges illustrate how past approaches 
interfere with novel approaches and how organizations are 
overcoming these challenges.  

4.2 Artificial Intelligence in the UK 
In this section, we review examples of AI which are 
currently being used in local government in the UK.  
Through these examples, we will look at how components of 
DEG and EDGE are manifesting through the use of data, 
algorithms, and AI to help alleviate some of these pressures, 
or to provide a supplement to existing services.  
 
One way that AI is beginning to be applied in local 
government is through the introduction of predictive 
analytics and decision support technologies [5]. Based on 
our empirical data, these technologies are typically 
computerised systems which aim to support public servants 
making service intervention decisions. The most 
predominant manifestations of these types of systems is in 
the use of machine learning techniques to produce 
predictions or risk scores for geographic areas or individual 
cases: 20 of our survey respondents (16%) reported that their 
local authority is experimenting with some kind of predictive 
analytics or decision support [5]. Machine learning involves 
making use of past service data to derive algorithms that are 
constantly adapting to new data inputs, and which are used 
to support the prediction of future outcomes. Rather than 
being explicitly programmed, parameters of the algorithm 
are learnt, and the predictions can be used as a decision-
making aid. Systems such as those provided by machine 

learning technologies offer an opportunity to move away 
from procedural equality towards equality of outcomes. One 
interviewee provided an illustrative example related to 
strategic forecasting: "We found through our work with 
various local authorities that one of the areas that they 
struggle with is special educational needs ... The authority 
has a big task in trying to figure out what needs are going to 
arise, in what age children will go to school, where in the 
area the children will be living, and therefore where they 
need provision. We built a machine learning model to 
simulate future demand for places and how that varies if the 
local authority changes their policy on something, or if other 
external factors change such as housing … we help them 
think through this problem which is just impossible using 
something like Excel." (Phone interview, third quarter, 
2018). This approach not only demonstrates novel uses of 
data, but illustrates a deeper shift in administrative structure 
driven by the collection, processing, and presentation of 
information. This is made possible by digitization, which 
allows for the continual processing of the stream of data that 
flows into local authorities through their provision of 
services. 
 
As an example that can enable the use of applied AI in the 
context of local authorities, we identified that many councils 
are investing in ‘ETL’ (extract, transform and load) software 
to help automate some complex data connection operations. 
Some local authorities are considering the use of automatic 
text processing technologies to simplify the ETL stage of the 
process. In general, interoperability of datasets was 
identified as a persistent problem by respondents across all 
local service sectors (53% of survey respondents). There are 
a variety of common challenges and issues which recur in 
projects that require integrated data [17, 18, 24, 46, 50, 51]. 
One of the key concerns is establishing access to data. Many 
councils may lack a comprehensive understanding of their 
data holdings across departments and may have different 
levels of maturity when it comes to who is responsible for 
owning and managing them [42]. After getting access to data 
there can be additional challenges when connecting and 
merging data which may be held in many different, and 
potentially incompatible, formats [16, 19, 20, 26, 33, 52]. 
Another approach to managing data is to design and develop 
high quality structured data formats, such as relational 
databases that can be easily queried. One local authority has 
been working on exposing some non-sensitive types of 
council information (such as bin collection times) as APIs. 
This approach requires data to be structured in a usable form 
and allows other services to be built on top, reducing 
software dependencies (Phone interview, third quarter, 
2018).  
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Reintegration can also be interpreted as working across local 
authorities. One interviewee said: “One of the most 
promising avenues ... is to work across authorities. This 
provides the scope for larger trials and potentially enables 
you to solve problems that single authorities couldn’t 
manage on their own” (Phone interview, fourth quarter, 
2018). However, the interviewee also cautioned that 
working across authorities is by no means straightforward: 
"things such as different IT systems, differences in the way 
data is collected and collated and small differences in the 
way services themselves are delivered all make this type of 
collaboration a real challenge" (Phone interview, fourth 
quarter, 2018). This example illustrate how DEG changes in 
local authorities are beginning to reverse the informational 
fragmentation caused by NPM to allow for new approaches 
to data processing.  
 
Another key feature of DEG is Needs-based holism, which 
involves the reorganization of public services around clients’ 
needs in an attempt to provide an end-to-end service. Again, 
this was partially in response to the fragmentation of NPM, 
which put the onus on citizens to navigate the disparate 
system and coordinate their own services. A holistic 
approach is aided by digitization insofar as care networks 
can be coordinated in real time and information can be made 
available to all relevant parties. For instance, one 
interviewee shared how they had develop a programme 
which integrated information from the Fire, Police and 
Ambulance services to better understand which individuals, 
households and streets were responsible for the heaviest 
demand on emergency services [37]. Another interviewee 
shared how their use of dashboards have been valuable for 
holistic service that targeted vulnerable people in a local 
council in [8, 49]. This programme is based on the automated 
processing of vulnerable person data to prepare priority lists 
for emergency planning. The programme links data between 
30 providers in health, emergency services, and local 
authority services under a data governance policy. The 
system includes a unique patient identifier and an address for 
GPS mapping, so that the location of the vulnerable 
individuals can be visualized on a dashboard with an 
interactive map. These examples illustrate how local 
authorities are finding ways to provide more holistic services 
with support from digital technologies. 
 
Once a DEG foundation of digitization, reintegration, and 
coordination is in place, EDGE activities can be pursued 
[10]. Some local authorities are beginning to undertake such 
activities. The concept of an organizational structure with an 
intelligent centre and devolved delivery depends on the 
ability of digital technology to at once centralize and 
decentralize information. Data in the system can be equally 

used by front-line workers to make local decisions based on 
individual data, or by senior leaders to make strategic 
decisions based on aggregate and trend data. Local 
government has always had a need for forecasting and 
prediction. However, forecasting has previously largely 
taken place at a policy or strategic level using aggregate data 
reported at regular intervals [38]. Our data shows how digital 
data can bring together the insights of a network of carers to 
build a collective intelligence that can inform decision 
making. For example, one interviewee highlighted the 
particular importance of this type of individualised 
prediction: “We have been doing some work on risk of 
homelessness … the problem is not knowing how many 
homeless people will there be in general, it's which people 
will it be, or what pathways will have led them to the stage? 
That is a more important question ... and this is where 
machine learning approaches become really useful” (Skype 
interview, second quarter, 2018). With the processing of 
administrative data from front line services there is a 
blurring of the line between what data should be used to 
inform front line service delivery and what data should be 
used to inform strategic policy and planning. Often the tools 
and dashboards at each level are based on the same 
underlying data. As one interviewee explained: “There is a 
bit of blurring going on in research and intelligence, 
between what’s performance information and what’s 
business intelligence - who is the customer of data science? 
The manager or frontline workers?” (Phone interview, third 
quarter, 2018). 
 
With machine learning techniques, some blunt procedural 
approaches to individual services can be replaced by more 
nuanced approaches. To help achieve a positive outcome, 
these tools may suggest different interventions depending on 
the context and characteristics of the person in question. 
These tools can easily process a greater degree of 
informational complexity than any individual. Emergency 
services are beginning to explore the potential offered by 
such analytics. In the context of criminal justice, the United 
States is using predictive algorithms to inform bail hearings, 
sentencing and parole decisions [3, 25, 29, 30]. In the UK, 
similar applications are beginning to appear, but they are 
much more experimental in nature. One example is provided 
by the Harm Assessment Risk Tool (HART) in Durham. The 
HART tool provides a risk score for custody officers when 
processing individuals who have been arrested [35, 43]. The 
tool makes use of data on past offending as well as 
demographic characteristics and divides offenders into low, 
moderate and high-risk categories. These categories allow 
custody officers to make different decisions about offenders 
with different risk levels, for example moderate risk 
individuals may be eligible for out-of-court rehabilitation 
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programmes. The tool can be used to bring more consistent 
yet contextual decision making to front line workers whether 
they are new or seasoned veterans. Again, this illustrates a 
shift from a staff focus on procedures to outcomes, where the 
human is responsible for the decision and the machine can 
take on some of the complexity, such as a search of history 
in previous records and an assessment of risk. 
 
Isocratic administration is an idea where citizens can manage 
their affairs independently of interactions with government 
staff by using internet-based platforms to solve their own 
problems. There are some examples of this approach in local 
authorities, for example chatbots for routine communication. 
Chatbots are often part of larger ‘channel shift’ strategies to 
get more people making transactions online, except that they 
can also provide a more interactive way to fill out 
administrative forms. Some people may prefer this more 
interactive experience, where they respond to questions and 
the software populates the form. Chatbots also open the 
possibility of allowing for simple interactions to be 
conducted in the language of choice, something which is of 
increasing relevance for local authorities with international 
populations. This technology may save resources, but they 
may also enhance the service, as we saw above with 
interactive forms, language options, and auditability. In this 
regard, one interviewee highlighted that citizens seem to 
appreciate that chatbots (as opposed to telephone or face to 
face interactions) have the ability to provide an audit trail, 
which documents that an interaction took place. Chatbots 
exemplify isocratic service delivery. However, despite the 
increased level of autonomy made possible by these 
technologies, there may still be certain cases that the 
algorithm is unable to address, where the whole service is 
only partially automated and isocratic, and where a person 
needs to be involved. The examples above also illustrate the 
implications of algorithms on our socio-technical 
understanding of public administration, as well as on key 
information processing components of rationalization. We 
elaborate on these aspects in the following section. 

4.3 The influence of socio-technical and rational 
features 
In this section, we explore two broader socio-technical and 
rational features, which influence the impact of algorithmic 
Bureaucracy. One of Weber’s key insights was that 
organizations are socio-technical systems wherein well-
trained, qualified, and impersonally selected officials, are 
brought together in a corporate and systematized 
organizational configuration, together with the written 
papers and rules needed to conduct business [13]. Now, it is 
the interaction of staff in new organizational configurations 
with electronic information systems that serves to constitute 

contemporary bureaucracies as socio-technical systems [13]. 
Local authorities are paying more attention to the interaction 
between their workers and technology because without high-
quality record keeping, algorithms might not be effective.  
 
There is a new interaction between machine readable 
electronic records and those who keep the records. One 
approach to ensure data quality has been to standardize 
workflows through the introduction of technology. One 
interviewee elaborated: “It [the introduction of a new case 
management system] forces a specific workflow (the order 
in which tasks have to be completed by a social worker) and 
that was the biggest change and that was the hardest thing 
for people to get used to, but it’s also the thing that improves 
data quality, makes the system work, and gives transparency 
and oversight.” (Phone interview, third quarter, 2018). 
While this higher quality data may improve predictive 
analytics, service providers are reluctant to use the results for 
anything more than decision support. All interviewees who 
commented on predictive analytics were careful to 
emphasize that these tools should supplement rather than 
replace existing expert decision making. One interviewee 
said: “A machine alone cannot make a decision that has 
legal consequence for an individual … even the legalities of 
it aside, I think it’s absolutely correct that the human makes 
the final decision because ... there may be some pieces of a 
particular case that are very unique to that case which are 
not reflected by the model … so we very much view this as a 
decision aid.” (Phone interview, third quarter, 2018). 
However, predictive analytics and decision support may be 
changing traditional roles. Another interviewee highlighted 
that “how our algorithms combine with human judgement 
and decision-making to get us closer to the ‘ideal world’ is 
an open question at the moment.” (Skype interview, third 
quarter, 2018). Here we see the socio-technical system still 
includes roles for both artificial intelligence and human 
intelligence, but that the roles may be changing. The use of 
algorithms may enhance the limited information processing 
capabilities of humans and allow for increasingly complex 
rule sets that better determine service needs based on the 
unique characteristics of each client. The need for written 
procedures and elaborate information retrieval may decrease 
as algorithms carry some of this load, allowing workers to 
focus on their strengths of engaging with clients and 
providing needed services [6].  
 
Our study includes a number of examples of cases where 
technological changes are having impacts influencing the 
behaviour of the socio-technical system. For example, there 
is also the question of how people who are generating the 
input data for the tool will respond to its introduction. One 
interviewee explained that: “it’s very important that any kind 
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of tool or decision aid that comes about as a result of this 
work is not used as a performance management tool, or 
anything to beat social workers about the head with because 
the moment you do that, then it starts to open the possibility 
that they will begin to game the predictions ... so the tool 
itself will not be making effective recommendations because 
it’s being fed information that’s designed to trick it.” (Phone 
interview, third quarter, 2018). Focusing on performance 
management without being cognizant of the socio-technical 
nature of the system could cause issues because of the risk 
of perverse incentives [15, 21]. 
 
The explainability of results is another issue in the context 
of predictive analytics. Some machine learning techniques 
are quite obscure, sometimes referred to as ‘black boxes’ 
[34, 45], and this can make it difficult to discern the precise 
reasons for decisions. This opacity is seen by some as a 
threat to transparency and accountability [7, 23, 36]. 
However, there are techniques that can be more transparent: 
for example, one data scientist explained how his team has 
created a prototype tool, which uses structured topic models 
to point to specific passages in case notes which it uses to 
support its prediction (Phone interview, third quarter, 2018). 
The explainability of these tools is important in building 
trust, but also in trying to deal with bias and in trying to 
understand why certain decisions are suggested.     
 
Another area of concern is around bias. Both humans and 
machines can evidence bias, but many people are most 
concerned about bias in the application of algorithms to 
decision making areas with sensitive information such as 
child protection and criminal justice [14, 30, 44]. However, 
as Cuccaro-Alamin et al. have noted, “Practitioners have 
difficulty processing large amounts of available information 
and often used flawed heuristic strategies instead of rational 
models. Practitioners' personal beliefs and biases and the 
culture of the agency can also affect assessment” [6]. 
Further, one respondent said: “I used to say that we don’t 
make predictions about individuals. This is increasingly 
untenable as a position because of the potential benefits. The 
moral obligation is to do it but be really careful.” (Skype 
interview, second quarter, 2018). The area where a person 
lives, or their ethnic or racial characteristics may have a 
determining impact on the predictions that the algorithm 
makes and decisions that are made [4]. It may be a critical 
interaction of human and machine that leads to better results. 
But, it is not just this interaction that is decisive. Means and 
ends are also relevant in decision making and in modern 
societies the means are often driven by rationalization. 
	
Rationalization at its core is the process of moving towards 
a given end by rational calculation. Rationalization can be 

based on procedural fairness, equality of outcomes, 
economics, privacy, public good, or other problem 
statements. The chosen objective is determinate in the 
subsequent understanding of what constitutes a rational 
decision. While there have been critiques of rationalization 
based on the bounded rationality of people [27, 28, 40, 41], 
issues in bounded rationality and muddling could be 
overcome with the complex information processing made 
possible by AI. With algorithmic bureaucracy, we could be 
more calculable than ever before, generating predictable 
results that are sensitive to contextual factors and more 
nuanced than previous procedural or incentivized decisions. 
The value of information processing depends on what we are 
processing information for. If it is primarily for economic 
reasons, then we may succumb to the ‘iron cage’ about 
which Weber warns [48]. But if we set different outcomes 
then rationalization could lead us successfully towards them.  

5 Discussion 
This paper made three key arguments: 1) the adoption of 
digital technologies in local authorities raised issues with 
previous public administration paradigms, such as 
Progressive Public Administration’s Weberian emphasis on 
hierarchy, procedures, and public sector ethos, as well as the 
NPM’s focus on disaggregation, competition, and 
incentives; 2) uptake of digital technologies in local 
authorities supports the public administration paradigms put 
forward by DEG and EDGE; and 3) the two key Weberian 
statements about socio-technical systems and rationalization 
can be given a contemporary interpretation within the 
context of algorithmic bureaucracy.  
 
With respect to DEG and EDGE changes, not only did we 
see examples of reintegration, needs-based holism, and 
digitization, but equality of outcomes, isocratic service 
delivery, and structures with an intelligent centre and 
devolved delivery. Intelligent centre, devolved delivery 
serves both a decentralizing and centralizing function: On 
the decentralizing side, digitization, linked data, and 
algorithms can put information from all aligned 
professionals in the hands of the front-line case worker in 
real-time. On the centralizing side, these algorithms can 
equally place information in the hands of those in leadership 
positions within these organizations, allowing for more 
informed policy decisions. 
 
The NPM while attempting to add more focus on outcomes 
through performance measurement handicapped itself by 
fragmenting service systems, such that data for outcomes 
measurement was held in different siloes [9, 22]. As we saw 
in examples above, continued barriers to data sharing from 
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fragmentation limit attempts to implement algorithmic 
systems. DEG served as a response to the NPM through 
reintegration, needs-based holism, and digitization [12]. Our 
evidence seems to suggest that DEG changes are continuing. 
More recently, EDGE appears to be building on the DEG 
foundation and puts IT at the centre of government 
organization where the state emerges as a small intelligent 
core with citizens using a range of digital tools to play a 
major role in devolved delivery.  
 
Together, these factors are having impacts on the socio-
technical structure of public administration and its means of 
rationalization. These changes undergird the unique features 
of Algorithmic Bureaucracy. These can be best understood 
in the context of Dunleavy et al.’s direct and indirect effects 
of changes in public management regimes [11]. With 
Algorithmic Bureaucracy, the polarities in Dunleavy et al.’s 
mapping of the direct and indirect effects of public 
administrative changes on the level of social problem 
solving may reverse in two cases: 1) where through AI and 
isocratic administration the explainability of algorithmic 
processes increase citizen and staff competence, and 2) 
where algorithms take on some of the role of processing 
institutional and policy complexity much more effectively 
than humans. 

 

Figure 2: Algorithmic bureaucracy and social problem 
solving. Adapted from [11] 

Figure 2 illustrates not only the direct impact of algorithmic 
bureaucracy on the level of social problem-solving (flow 1), 
but also the numerous indirect effects (flows 4-6) and direct 
effects from other sources (2-3). Flow 2 illustrates that 
autonomous citizen competence can have both a direct (solid 
line) and indirect (dotted line) increase on the level of social 
problem-solving. Flow 3 illustrates that the level of 
institutional and policy complexity can have an indirect 
negative impact on the level of social problem-solving. Flow 
4, unlike the flow in DEG, understands that the level of 
institutional and policy complexity may be, to a certain 

extent, independent from the form of public administration 
in place. Flow 4 illustrates instead that algorithmic 
bureaucracy changes (such as AI personal assistants, 
decision support, and information processing capacities) 
have a direct effect on mitigating the negative impacts that 
the level of institutional and policy complexity has on the 
level of autonomous individual competence (flow 6) and the 
level of social problem solving (flow 3). Finally, flow 5 
illustrates that algorithmic bureaucracy has a positive 
influence on the level of autonomous individual (not just 
citizen) competence (through isocratic service delivery, but 
also through transparency via explainability and decision 
support technologies for decision-makers and front-line 
service providers). 
 
Algorithmic Bureaucracy could increase citizen competence 
through explainability and isocratic administration, and it 
can handle greater institutional and policy complexity by 
building rules into code and using algorithms to parse vast 
sets of data. By altering these two factors it can increase the 
level of social problem solving by incorporating predictive 
analytics and decision support. It cannot, however, speak to 
what society ought to value. Much like a traditional 
bureaucracy, an algorithmic one can only help with 
decisions once a public objective is chosen.  

6 Conclusion 
Local authorities face challenges to the introduction of 
algorithms from elements of traditional forms of public 
administration, like PPA and NPM. Many local authorities 
are overcoming those challenges and are implementing 
projects that align with elements of DEG and EDGE. Once 
algorithms are introduced, they have unique impacts on the 
socio-technical systems of public administration. While 
change in policies and institutions may increase complexity, 
algorithms may be used to process this complexity such that 
it does not reduce the level of social problem solving. 
Further, while algorithms may also be able to directly 
influence the level of autonomous citizen competence, by 
building in explainability, they can also help citizens and 
administrators to understand the growing complexities of 
contemporary public administration. 
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